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ABSTRACT

The development of chemical fractionation in particles condensing from a gas is described in terms of the
intrinsic properties of the components and their mutual interaction through the nucleation, growth, and
agglomeration processes. Possible ranges in the degree of fractionation are discussed in terms of a simple
three-species configuration, and an example is given of the numerical description of this phenomenon.

1. INTRODUCTION

In multicomponent systems where particles∗ condense from a gas, the number and mass distributions as a
function of particle size are the result of the time-evolving interaction of different physical processes. In
some circumstances, the ratios of component masses are found to vary between particle samples and to
differ from those of the system as a whole. The understanding of the mechanisms that cause this
fractionation phenomenon can provide information on the particle formation history and plays an
important role in the study of naturally occurring (Colzi et al. [2018]) and man-made (Freiling and Ballou
[1962]) systems.

Fractionation has its origin in the differences in the condensation times of the gaseous species and the
continuously evolving condensed phase. On the one hand, the vapor curve and concentration of a species in
a gas mixture determine its supersaturation as a function of temperature. At the same time, vapor pressure
gradients –the forces driving the mass fluxes between the condensed and gas phases– depend on the
characteristics of the substrate onto which condensation is occurring. In particular, size, solubility, lattice
compatibility, and chemical reactivity can be modifying factors of the saturation vapor pressure over the
surface of a particle. As a result, the rate of condensation or evaporation is also a function of the condensed
phase at a given time and can be altered by changes to the particle population by processes such as
agglomeration, precipitation, or entrainment.

Here we focus on the evolution of a closed system where initially all materials are in gaseous form. We
will assume that the conditions in the system are spatially uniform so that we can talk of a single (also
called homogeneous by Kottler [1952]) particle population. As initially there is no substrate on which to
condense, the formation of the new phase involves the need to overcome the energy barrier associated with
the creation of the interface. This homogeneous nucleation process usually requires substantial
supersaturation levels and results in a burst of particle production around a critical radius, which can be
determined from energy considerations (Farley [1952]). Once a condensed phase exists, it is usually more
energetically favorable for a vapor to condense on this substrate rather than to create new particles.

Apart from the nucleation and condensation (growth) mechanisms, collision and coalescence among
particles can have a profound effect on the evolution of their population (Berry and Reinhardt [1974a,b]).
The efficacy of this mechanism depends on the temperature, the velocity field interacting with the particles,

∗We will also use the term particle to refer to droplets.
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Figure 1. Differences in the normalized mass distribution of components of a particle population are
an indication of fractionation.

and their size distribution and composition. Its overall effect is to induce internal mixing and to reduce the
compositional differences among particles of different sizes.

A way to visualize the presence of fractionation in the particle population is to plot the normalized mass
distribution of each component as a function of particle size. We will assume that the particles are spherical
and their size can be described by their radius. As shown in Figure 1, the differences between these curves
are an indication of variations in the mass ratios between components for different particle sizes. For
example, samples consisting of particles with radius r1 will show a mass ratio of species1 to species2 that is
larger than that in a sample of particles with radius r2.

In this report we describe how these differences can arise as a combination of intrinsic properties of the
species and the different physical processes responsible for the formation of the condensed phase. We
exemplify this with a simple three-component system, in which one of the species can be identified as the
most abundant and preponderant in determining the particle size distribution. This configuration is
described qualitatively in Section 3 and with the results from a numerical model in Section 5. Section 4
discusses a means to quantify the fractionation characteristics of two components of the system when their
mass distributions are lognormal.
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2. SUBSTRATE DEPENDENCE

A natural length scale for the condensation process is the mean free path of the vapor molecules in the gas.
During growth, the dependence of the fluxes of mass on the radius of the particles can be expressed as a
function of the Knudsen number, Kn, which is the ratio of the mean free path to the particle radius. For
Kn � 1, the mass transport is dominated by diffusion and the mass flux (mass deposited per unit area and
time) is inversely proportional to the radius of the particle. In the limit Kn � 1, a molecular kinetics
approach applies, and the flux is independent of particle size (Moresco [2020]).

Although there are analytical representations for the fluxes in those two limits, this is not the case for
intermediate values of Kn, and several approaches have been proposed that provide a continuous
description as a function of Kn. An example of this is shown in Figure 2 for the case of a system consisting
of FeO vapor in air using the model by Gyarmathy [1982], where the molecular kinetics limit applies
approximately for particles with radii under 10 µm or with Kn & 100.

The vapor pressure of the condensing substance on the surface of a particle is a function of its ability to
form a solution with the condensed phase. For a given level of supersaturation, this can result in a
diminution of the vapor pressure on the surface of the particle and an enhancement of the condensation
mass flux. When the condensing substance is at low concentrations in the condensed phase, its vapor
pressure can be described by Henry’s law, having a value proportional to its molar fraction in the solution
(Atkins [1986]). As condensation progresses, this molar fraction will increase in smaller particles faster,
leading to higher vapor pressures at the interface and favoring condensation into larger particles. Although,
the distribution of mass condensed per unit time will be proportional to the distribution of particle surface,
the variation of the vapor pressure with molar fraction can lead to mass distributions that with time become
increasingly proportional to particle volumes.†

As a result of surface tension, the vapor pressure on the surface of a particle is also affected by its radius
through the Kelvin effect (Kelvin [1870], Moresco [2020]). This is particularly important in the type of
system studied here, where the bulk of the particle population has radii in the submicron range, although
the applicability of this classical law to nanometer-sized particles and the determination of an effective
surface tension is still an area of active research (Kwon et al. [2018]).

Other processes affecting the particle population are collision and coalescence. Particles can be brought to
the same region of space because of variations in the local velocity field or because of their different
response to acceleration as a result of their inertia. Once in the proximity of each other, two particles may
collide and coalesce, depending on their characteristics. This is usually described by means of a collection
efficiency (Mason [1971]) that quantifies the probability that two particles will merge into one, once they
are driven to the same region of space.

In a probabilistic description of the collision processes, the kernel V(r1, r2) represents the probability that a
particle with radius r1 will collide with a particle of radius r2, and the number of collisions per unit time
and volume can be written V(r1, r2) n1 n2, where n1 and n2 represent the volume density of particles with
radius r1 and r2, respectively (Saffman and Turner [1956]). For submicron-sized particles, collisions are
driven by Brownian motion, whereas for larger particles the dominant contribution to the kernel originates
in gravitational settling (Seinfeld and Pandis [1997]).

In Figure 3 we employed a description of the collision kernel that takes into account these two mechanisms

†This situation will be altered if diffusion in the condensed phase is slow or the substrate solidifies.
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Figure 2. Mass fluxes as a function of particle radius and Knudsen number (Kn) for a FeO vapor in
air at 2,000 K.

and turbulence (Moresco [2020], Dodin and Elperin [2002]), and we show its dependence on the size of the
particles. The kernel tends to have a local minimum when both particles have radii of the same order, with
the minimum value occurring when the two radii are close to a micrometer.‡ This is compatible with
observations that systems condensing from the gas phase tend to show particle size distributions contained
within the submicron range (Seinfeld and Pandis [1997]). For the configuration considered here, we can
then expect the growth process to be driven by mass fluxes that are proportional to the area of the particles,
and the coagulation interactions to be dominated by Brownian motion.
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Figure 3. Magnitude of the collision kernel for particles with density 5.8 g/cm3 in air at 2,000 K of (a)
a particle of radius 10−8 m and (b) a particle with radius 10−6 m.

‡This is related to their Stokes relaxation time being of the same order as the characteristic time of the turbulent velocity field
(Moresco [2020]).
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3. EVOLUTION OF THE CONDENSED PHASE

We will denote by Dn(r) the normalized particle number distribution, where Dn(r)dr denotes the fraction of
the total number of particles with radii between r and r + dr and satisfying

∫ ∞

0
Dn(r)dr = 1. (1)

Different moments of the particle size distributions can be used to understand the composition
characteristics of the condensed phase. For a distribution D0, its moment distribution of ordinal k
corresponds to

Dk(r) = ζk rk D0(r), (2)

where ζk is a normalization constant. In the same manner, we can define distributions for the radius Dr,
surface area Ds, and volume Dv of the particles that satisfy

Dr(r) = ζr r Dn(r), (3)

Ds(r) = ζs r2 Dn(r), and (4)

Dv(r) = ζv r3 Dn(r). (5)

Normalized

Distribution

Radius

Dn

Dr

Ds

Dv

Figure 4. Schematic representation of the number, radius, surface and volume distributions for a
particle population (not to scale).

The relation between the different distributions is shown qualitatively in Figure 4, which illustrates that the
mean of the distributions tends to increase with the ordinal of the moment. As described below, depending
on the characteristics of the particle population, the mass distribution of condensing substances can
approximately follow one or another of these moment distributions, potentially giving rise to fractionation.

We now describe how the combined action of the nucleation, growth, and agglomeration processes can lead
to the fractionation of the condensing species in the particle population. For simplicity, we restrict
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ourselves to a three-component system, in which one of the species is in larger proportion than the rest and
constitutes the matrix of the condensed phase. We will call this species B and the other two species A and
C. We assume that initially the system is at high enough temperature for all the species to be
undersaturated in the vapor phase, and that it cools down monotonically with time. The properties of the
species are taken to be such that they condense separately, in the sense that there are three non-overlapping
time periods during which the mass flux between phases of one of the species is orders of magnitude larger
than that of the other two. We will take the order of condensation to be first A, then B, and finally C. This
configuration is usually described by saying that C is more volatile than B, which in turn is more volatile
than A.§ Taking the matrix component as reference, it could also be said that A and C are, respectively, the
refractory and volatile components of the system.

Our description will be in terms of limit cases that constitute bounds for real configurations. When we
describe individual particle characteristics, they correspond to averages for the actual composition
distributions. We take the nucleation, growth, and agglomeration processes to be the determining
mechanisms of the rate of particle formation, with other processes occurring at much faster time scales. In
real systems this will not necessarily be the case, and diffusion rates in the condensed phase could be
limiting factors of the condensation process (Freiling [1969], Weisz et al. [2018]). In those cases, the
assumption made here –that two miscible materials will always be in a state of complete dissolution– will
not be valid. The mass distributions observed in real particle samples can then be expected to be
intermediate to those presented here.

Note, the relation between a given species in the gas phase and the substrate is important mainly during its
condensation period. For example, two species may be miscible at high temperatures but become separated
into two distinct phases as the system cools down. If condensation has been completed under high
miscibility conditions, the subsequent changes in the mass distributions within the particles will not have
an effect on fractionation characteristics, because what are relevant for the latter are the total masses of
each species in the particle.

(a) (b)

A

B

A+ B

Figure 5. Condensation of B on A particles when the substances are not miscible (a) and when they
form a solution (b).

As the system cools down, we will now assume that species A forms the initial particle distribution by
nucleation. This usually results in the creation, in a short period of time, of a large number of particles
narrowly distributed around a radius of the order of nanometers. Once a substrate exists, condensation is
driven by further growth of the existing particles. Except at high cooling rates, vapor depletion by growth
will cause the supersaturation levels to rapidly decrease below the threshold required for nucleation, and
the total particle number may simultaneously decrease as a result of the agglomeration process.

§Here we say that a species is more volatile than another if it reaches supersaturation at a lower temperature, for the same vapor
density.
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When material B reaches supersaturation, it will usually be energetically more favorable for it to condense
on the existing particles made of material A. Depending on the characteristics of the two species, this may
result in the surface deposition of species B (Figure 5[a]) or the formation of solution droplets (Fig. 5[b]).
As time progresses, and because of its higher abundance in the vapor phase, species B eventually will
become the dominant component of the particles, and its mass distribution will be proportional to the
particle volume distribution. If A is soluble in B, its mass distribution will also be volumetric, and there
will be little fractionation between the two species (Figure 6[a]). ¶

If the two species are immiscible, the final mass distribution of A will largely depend on the properties of
the coagulation processes. If there are few collisions among the particles, the population will show particle
characteristics as depicted in Figure 7(a). As B becomes the dominant component, progressively the
characteristics of the initial population formed by A will have less of an influence on the particle
characteristics. In the limit where the mass of A is independent of particle size, its distribution will depend
only on the particle number density; that is, the amount of A in each size class will depend only on the
number of particles in that size class. Consequently, apart from a normalization constant, the mass
distribution of A will be identical to the particle number distribution, whereas that of B will follow the
distribution of particle volume (Figure 6[b]). On the other hand, when agglomeration is strong,
composition patterns as shown in Figure 7(b) will be more abundant, where the mass of A is approximately
proportional to the volume of the particles (Figure 6[a]).

RadiusRadius

N
or
m
.
M
as
s
F
ra
c.

N
or
m
.
M
as
s
F
ra
c.

A

A

B
B

(a) (b)

Figure 6. Schematic representation of the mass distributions of species A and B when they are miscible
(a) and when they are not (b).

Later, when species C reaches supersaturation, it will condense on the existing particles formed of A and B.
Depending on the ability of species C to dissolve in the particles, at the end of the condensation period the
condensate will show characteristics similar to those in Figure 8. In the case of Figure 8(a), the mass
distributions of A, C, and B follow the particle number, surface, and volume distributions, respectively, as
shown schematically in Figure 9(a). In Figure 8(b), the mass distributions of A and B are both volumetric,
but that of C is proportional to the surface of the particles, resulting in mass distributions like those in
Figure 9(b). In Figure 8(c), the mass of A is proportional to the number of particles, but those of B and C
are proportional to their volume, shielding the distributions shown in Figure 9(c). Finally, in the case of
Figure 8(d) all species are distributed volumetrically, giving mass distributions qualitatively similar to
Figure 9(d).

If A and B are able to form a solution, the mass distribution of C will depend on whether it is able to
dissolve in it, as shown in Figure 10. In the case where all substances are miscible (Figure 10[a]), the final
distribution of the masses of the three species will be proportional to the volume of the particles, giving a

¶We also note that this configuration would also be observed if B were to condense before A.
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Figure 7. Particle characteristics when A and B are immiscible when coagulation is weak (a) and when
it is strong (b).

low degree of fractionation (Figure 10[c]). If species C is insoluble in the A + B complex, it will be
distributed in a form proportional to the surface of the particles (Figure 10[b]), and the mass distributions
will correspond to Figure 10(d).

(a) (b)

(c) (d)

A A

A

A A

A

A
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B + C
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B + C

B
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B
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C

C

C
C
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C

Figure 8. Variations in particle characteristics as a function of the solubility of C in B, when A and B
are not miscible.
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Figure 9. Schematic representation of the species mass distributions corresponding to Figure 8.
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Figure 10. Particle characteristics and species mass distributions as a function of the solubility of C in
B, when A and B are miscible.





4. MASS RATIOS

A quantitative measure of the degree of fractionation can be obtained if a functional form is assumed for
the particle size distribution. Although there is no rigorous proof that particles formed from a gas phase
will follow a lognormal distribution, there is experimental and, for simplified configurations, analytical
evidence, that in general this type of distribution is among the best approximations (Kottler [1950a,b],
Stewart [1956], Nathans et al. [1969], Buhrman and Granqvist [1976], Granqvist and Buhrman [1976],
Kiss et al. [1999]).

A lognormal number size distribution can then be written as

Dn(ln r) =
1

√
2π lnσ

exp
[
−

(ln r − ln r̄)2

2 ln2 σ

]
, (6)

where r̄ is the median radius, and σ is the geometric standard deviation.

A property of this type of distribution is that its moment distributions are also lognormal with the same σ.
This can be seen for the kth moment:

rkDn(ln r) =
ζk

√
2π lnσ

exp
[
−

(ln r − ln r̄)2

2 ln2 σ

]
exp(k ln r), (7)

where ζk is a normalization constant from equations (3) to (5). We then obtain

rkDn(ln r) =
ζk

√
2π lnσ

exp
(
k2 ln2 σ

2

)
exp

[
−

(ln r − ln r̄′)2

2 ln2 σ

]
exp(k ln r̄), (8)

where

ln r̄′ = ln r̄ + k ln2 σ. (9)

This applies both for integer and real k, and we can then talk of fractional moments of the number
distribution that are also lognormal with the same σ.

We will denote by µi the normalized mass distributions for species i with median radius r̄i, and we will
assume that the mass distributions of two components of the particles have the same geometric standard
deviation,

µi(ln r) =
ζi

√
2π lnσ

exp
[
−

(ln r − ln r̄i)2

2 ln2 σ

]
, and (10)

µ j(ln r) =
ζ j

√
2π lnσ

exp
− (ln r − ln r̄ j)2

2 ln2 σ

 . (11)

If we define ∆i j = ln r̄i − ln r̄ j, the distribution of mass ratios can then be written

µi(ln r)
µ j(ln r)

=
ζi

ζ j
exp

(
∆i j ln r

ln2 σ

)
exp

[
∆i j

2 ln2 σ

(
∆i j − 2 ln r̄i

)]
= Ai jrαi j , (12)

where

αi j = ∆i j/ ln2 σ, Ai j = ζi/ζ j exp[(∆2
i j − 2 ln r̄i∆i j)/2 ln2 σ]. (13)
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In this description of µ j(ln r) as a moment distribution of µi(ln r), αi j plays the same role as k in (9). We
then have a linear relation between the logarithm of the radius and mass ratios,

ln(
µi

µ j
) = αi j ln(r) + ln(Ai j). (14)

In the simple configuration analyzed in Section 3, the mass distributions of the species were described as
following one of the moments of the number distribution (e.g., as being proportional to particle surfaces or
volumes). In the case those distribution are lognormal, we can use the value of αi j in (14) as a measure of
the degree of fractionation between species i and j,

For the limit cases discussed in Section 3, and shown in Figures 9 and 10, the values of αi j are listed in
Table 1.‖ The maximum value in magnitude (i.e., 3) occurs when one of the species is distributed
volumetrically, whereas the other follows the particle number distribution. On the other hand, the minimum
value, αi j ≈ 0 corresponds to the case when there is little fractionation between the two species.
Furthermore, Figures 9(d) and 10(c) are examples of particles with similar fractionation characteristics but
different internal species distributions (i.e, 8[d] and 10[a]).

Table 1. Value of the coefficient αi j in the cases considered in Section 3.

Figure αAB αCB αAC

9(a) −3 −1 −2
9(b) 0 −1 1
9(c) −3 0 −3
9(d) 0 0 0
10(c) 0 0 0

10(d) 0 −1 1

‖The differences in sign arise from the order of the species in the definition of αi j.

12



5. NUMERICAL REPRESENTATION

Analytical descriptions of the fractionation characteristics in nuclear debris have been developed from
sample measurements during the period of the testing of nuclear weapons (Freiling [1961]). They are
physically realistic and computationally economic and are widely implemented in the operational codes in
use today. Relating those fractionation characteristics to the processes responsible for the formation of the
debris particles is substantially more complex and can usually only be achieved by means of numerical
descriptions (Moresco et al. [2014]). To be physically relevant, the models adopted need to capture the
essence of the nucleation, growth, and agglomeration processes and must be able to describe particle
characteristics with a degree of accuracy that resolves the changes induced by fractionation. We show here
an example of such a calculation.

The method employed is based on a sectional discretization of the particle size distribution, where particles
are grouped into a finite number of sections or bins according to their size (Gelbard et al. [1980]). Within
each section, we further assume that all the particles have the same size and composition, and no
information on their internal structure is maintained (Moresco [2020]).

We model a system of three species with the same characteristic as those described in Section 3. We
carried out two calculations: case1 using a collection efficiency with value one, and case2 in which the
collection efficiency is reduced to 10−4 after 1 second, that is, well after species A has finished condensing
(Figure 11).
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Figure 11. Fraction of the total mass in the condensed phase as a function of time for each species
(left), and volume fraction of the condensed phase normalized for its value at time 10 seconds (right).
These curves are indistinguishable for case1 and case2.

We further assume the three species are immiscible, and we focus on the effect of the agglomeration
mechanism on the final mass distributions (i.e., roughly on the differences between configurations 8[a] and
8[b]). For this, we use three species with the vapor curves shown in Figure 12(a). The initial system was
taken to be air at 5,300 K and the species concentrations to be A = 1.4 × 10−3 kg/m3, B = 4 × 10−2 kg/m3

and C = 1.6 × 10−2 kg/m3 to represent the variations in concentration described in Section 3. The system
was cooled at constant pressure, without exchanging mass with its exterior, according to the curve shown in
Figure 12(b). To reduce the number of parameters we took the molar masses and densities in the condensed
phase to be the same for the three species (i.e., 100 g and 5.8 g/cm3).

Figure 11 shows that for this configuration the species condense during three clearly separated periods. The
mass distributions at different times for case1 are shown in Figure 13. Species A is in the smallest fraction
and due to the fast cooling rate condenses mainly by nucleation, with the further action of agglomeration
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leading by 1 second to the mass distribution shown in Figure 13. Initially the distribution of B is confined
to the surface of the particles (3.3 seconds), but as it becomes the major component of the particles, the
distribution evolves to one where the masses of both species are proportional to the volume of the particles
(3.8 seconds). This is different in case2, where the coagulation is reduced and there is a more marked
difference in the mass distribution of A and B. Since coagulation is not completely absent in this
configuration, we can expect particle characteristics somewhere between those in Figures 7(a) and 7(b).

In both calculations, the condensation of species C starts at around 7.7 seconds and initially it is
concentrated on the surface of the particles, but because it represents around 30% of the condensed volume,
its final distribution is intermediate between surface and volumetric. In terms of relative mass distributions,
in case1 the similarity between A and B implies that their relation to C is also similar; however in case2 the
mass distributions of the three species are different. The mass distributions at 10 seconds for both
calculations, when the three species have finished condensing, are shown in Figure 14.

To better quantify the relation between the mass distributions, in Figure 15 we plotted the ratios of
normalized mass distributions for pairs of species as a function of particle radius. Although the calculated
mass distributions are not expected to be exactly lognormal, and relation (14) would not be strictly valid,
we also drew linear approximations to these curves and indicated their slopes. For case1, we find αAB ≈ 0
because both distributions are approximately volumetric, although relative to them the distribution of C
results in 0 . αAC . 1 and −1 . αCB . 0, which agrees with its distribution being between surface and
volumetric.

The situation is more complex in case2. Now the reduced action of the coagulation mechanism results in a
higher number of smaller particles by the time condensation finishes (Figure 14 [below]). Because for
spherical particles the surface to volume ratio is inversely proportional to the radius, the distribution of C is
now closer to volumetric than in case1, and αCB is closer to zero. As expected, αAB is within the range
−3 . αAB . 0, with the mass distribution of A being closer to surface rather than volumetric.

Although the order and temperature ranges in which the species condense is approximately the same for
case1 and case2, the resulting relative mass distributions are different. If the classification of species in
terms of volatile or refractory were to be based on these distributions, different conclusions would be drawn
from the two calculations. This illustrates that the observed patterns of condensation are the result of
multiple processes and cannot be predicted solely on the basis of intrinsic properties of the species, such as
vapor curves.
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Figure 12. Vapor curves for the three species considered (left), and cooling curve of the system (right).
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Figure 13. Normalized mass distributions for case1 at different times.
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6. CONCLUSIONS

Variations in component mass ratios for different particle samples is a common occurrence in
multicomponent systems condensing from the gas phase and arises from the intrinsic properties of the
species involved and the continuously evolving substrate. The phenomenon of fractionation has received
special attention within the study of the formation of radioactive debris after a nuclear detonation, where
the ability to model the relative abundance of radionuclides in those particles has important consequences
for the prediction of the spatial distribution of contamination and in the forensic study of the characteristics
of the weapon (Freiling [1961, 1966]).

Air and ground debris samples after nuclear tests have been found to have marked variations in the nuclide
mass distributions with particle size (Edvarson et al. [1959], Mackin et al. [1960], Adams et al. [1960],
Benson et al. [1965], Mamuro et al. [1969]). Partially based on their thermodynamic properties, species
that were enriched in the smaller particles were classified as volatile, whereas those present in larger
proportion in the larger size ranges as refractory.∗∗ One of the earliest attempts at explaining why the
species are distributed in this way was by Magee [1953], who postulated that refractory materials are
responsible for the initial particle formation, initiated by nucleation, and that the turbulent flow field, plus
the action of gravitational settling, cause the condensate, especially the larger particles, to separate from the
volatile vapors, thus reducing their ability to act as a substrate for their condensation. Nevertheless, this
interpretation does not explain the observed marked fractionation in particles with radii in the micrometer
range and smaller (Mamuro et al. [1968], Moore et al. [1973]) , which given their small inertia, are unlikely
to precipitate from the gas flow during the time period condensation occurs.

Freiling [1963b] suggested accounting for the role of the particle matrix, and he postulated that the mass
distributions of the minor components would follow different moment distributions of the particle
population. His model predicts that the refractory materials will condense onto molten particles and will be
volumetrically distributed in them, whereas by the time volatile components reach supersaturation, the
particles will have solidified and the condensation will be restricted to their surfaces. This would
correspond to the configuration in Figure 10(b), although with B condensing earlier than A. Freiling
recognized that in practical applications mass distributions will be found to be intermediate to those limit
cases, and under the assumption of lognormal distributions, he proposed an empirical approach to
predicting the fractionation properties based on the correlation of the linear fit coefficients αi j in (14)
between different pairs of nuclides (Freiling [1963a]).

In this work we built on Freiling’s ideas and showed that the combined effects of nucleation, growth, and
agglomeration need to be taken into account to better describe possible variations in fractionation
characteristics. As a result of this analysis it should also become clearer that the vapor curves of individual
species are not sufficient to predict the characteristics of their mass distribution in the particle population.
The dependence of the condensation process on the available substrate introduces an interdependence
among the different components that involves also their relative abundances and properties in the
condensed phase. Also the characteristics of the gas flow, such as the intensity of turbulence and the
cooling rate, play an important part, affecting quantities such as diffusion coefficients and collision kernels,
and hence the rates of condensation and agglomeration.

As shown in the simple configuration considered here, the relation in the mass distributions of two minor

∗∗Because of the radioactive nature of these materials, nuclear debris fractionation tends to be described in terms of mass chains
instead of single species.
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components of the system can vary if certain parameters of the configuration change. Thus certain species
can migrate within the volatile and refractory classifications, depending on the conditions under which
condensation takes place. The ability to understand and predict this type of behavior is crucial not only in
the realm of nuclear forensics, but also in the study of particle production processes for industrial
applications (Koch et al. [2005], Dvorský et al. [2013], Bunge et al. [2019]). With the example of a
numerical calculation, we have also shown that it is possible to combine first principles models with
current computational capabilities to describe the development of fractionation characteristics, thus
reducing the need for empirical parameterization.
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